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1. (25) For purposes of sampling the population is divided into K strata of sizes
N1, N2, . . . , NK . The sampling procedure is as follows: first a simple random sample
of size k ≤ K of strata is selected. The selection procedure is independent of the sizes
of strata. The second step is then to select a simple random sample in each of the
selected strata. If stratum i is selected then we choose a simple random sample of size
ni in this stratum for i = 1, 2, . . . , K. Assume the selection process on the second step
is independent of the selection process on the first step.

a. (10) Find an unbiased estimator of the population mean. Explain why it is
unbiased.

Solution: Define

Ii =

{

1 if stratum i is chosen,

0 else.

From the above it follows that E(Ii) = P (Ii = 1) = k/K for all i. Let Ȳi be the

sample average for the sample chosen in stratum i. We have

E(IiȲi) = E(Ii)E(Ȳi) =
k

K
· µi .

If we put

Ȳ =
K
∑

i=1

wi ·
K

k
· IiȲi

we have

E(Ȳ ) =

K
∑

i=1

wiµi = µ .

b. (15) Find the standard error of your unbiased estimator.

Solution: We have

var(Ȳ ) =

K
∑

i=1

w2

i var(IiȲi) + 2
∑

i<j

wiwjcov(IiȲi, IjȲj) .

By independence of Ii and Ȳi we have

var(IiȲi) = E(Ii)E(Ȳ 2

i )− E(Ii)
2E(Ȳi)

2 .

We have

E(Ȳ 2

i ) = var(Ȳi) + E(Ȳi)
2 =

σ2
i

ni

· Ni − ni

Ni − 1
+ µ2

i .

By independence of (Ii, Ij) and (Yi, Yj) we have

cov(IiȲi, IjȲj) = E(IiIj)E(Yi)E(Yj)−
k2

K2
µiµj .
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By definition

E(IiIj) = P (Ii = 1, Ij = 1) =
k

K
· k − 1

K − 1
.

It follows that

cov(Ȳi, Ȳj) =
k

K
µiµj

(

k − 1

K − 1
− k

K

)

.

Simplifying we find

cov(Ȳi, Ȳj) = − (K − k)k

(K − 1)K2
µiµj .

Putting all the pieces together gives the standard error.
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2. (25) The Rayleigh distribution is given by the density

f(x, θ) =
x

θ2
e−

x
2

2θ2

for x > 0 and θ > 0. Assume your observed values x1, x2, . . . , xn are like independent
random variables X1, X2, . . . , Xn with the Rayleigh density.

a. (5) Let X have the Rayleigh density. Check that X2 has exponential distribution
with density

f(x) =
1

2θ2
e−

x

2θ2 .

Solution: We compute

P (X2 ≤ x) = P (X ≤
√
x) = 1− e−

x

2θ2 .

This proves the assertion.

b. (10) Find the maximum likelihood estimator for the parameter θ and compute
its standard error.

Solution: The log-likelihood function is

ℓ(θ) =

n
∑

k=1

log xk − 2n log θ − 1

2θ2

n
∑

k=1

x2

k .

Taking derivatives we get the equation

ℓ′(θ) = −2n

θ
+

1

θ3

n
∑

k=1

x2

k = 0 .

We get

θ̂ =

√

√

√

√

1

2n

n
∑

k=1

x2
k .

The Fisher information is

I(θ) = −E

(

2

θ2
− 3X2

1

θ4

)

.

We have that E(X2
1 ) = 2θ2. It follows

I(θ) =
4

θ2
.

We have

se(θ̂) =
θ

2
√
n
.
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c. (10) Assume as known that

E(θ̂) = θ

(

2n

n

)

·
√
π

22n
√
n
.

Compute the standard error of θ directly without referring to the Fisher in-
formation. Is the standard error the right measure of accuracy given that the
estimator is biased? Explain.

Solution: By definition

var(θ̂) = E(θ̂2)− E(θ̂)2 .

The second term is given. To compute the first we need

E(θ̂2) = E

(

1

2n

n
∑

k=1

X2

k

)

= θ2 .

When an estimator is biased the standard error may not be the best measure of

accuracy. In such a case the mean square error is more appropriate.
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3. (25) Suppose that the random variables X1, X2, . . . , Xn are independent equally
distributed random variables taking only values 0, 1 and 2 with probabilities

P (X1 = 0) = θ2, P (X1 = 1) = 2θ(1− θ) and P (X1 = 2) = (1− θ)2

where 0 < θ < 1. We would like to test

H0 : θ = 1/2 against H1 : θ 6= 1/2 .

a. (10) Find the likelihood ratio statistic given the observed values x1, x2, . . . , xn

from the above distribution.

Hint: Express the likelihood function with n0, n1 and n2 where nk is the number

of occurences of k among the observed values for k = 0, 1, 2.

Solution: By independence the likelihood function is equal to

L(θ) = 2n1 θ2n0+n1(1− θ)n1+2n2

where nk is the number of occurences of k among the observed values. The MLE

estimate of θ is the solution of

2n0 + n1

θ
− n1 + 2n2

1− θ
= 0 .

We have

θ̂ =
2n0 + n1

2n
.

We have

Λ =
θ̂2n0+n1(1− θ̂)n1+2n2

(

1

2

)2n
.

It follows

λ = 2 logΛ = 2n log 2 + (2n0 + n1) log θ̂ + (n1 + 2n2) log(1− θ̂) .

b. (10) How would you determine the critical value if the confidence level is α.

Solution: By Wilks’s theorem under H0 the distribution of λ is χ2(1). The critical
level is the number cα such that

P (χ2(1) > cα) = α .
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4. (25) Suppose that we have the regression model

Yi1 = α + βxi1 + ǫi
Yi2 = α + βxi2 + ηi

where i = 1, 2, . . . , n and we have E(ǫi) = E(ηi) = 0, var(ǫi) = var(ηi) = σ2 and
cov(ǫi, ηi) = ρσ2 for some correlation coefficient ρ ∈ (−1, 1). Further assume that the
pairs (ǫ1, η1), (ǫ2, η2), . . . , (ǫn, ηn) are independent.

a. (5) Denote

X =



















1 x11

1 x12

1 x21

...
...

1 xn1

1 xn2



















and Y =



















Y11

Y12

Y21

...
Yn1

Yn2



















.

Is
(

α̂

β̂

)

= (XT
X)−1

X
T
Y

an unbiased estimator of the two regression parameters? Explain.

Solution: By the assumptions

E(Y) = X

(

α
β

)

.

Using this and the rules for expectations it follows that the estimate is unbiased.

b. (10) Suggest an unbiased estimator of σ2.

Solution: One possibility is to use only every second observation and use the

usual unbiased estimator for σ2.

c. (10) Suppose that ρ is known and define new pairs

Ỹi1 = (
√
1− ρ+

√
1 + ρ)Yi1 + (

√
1− ρ−

√
1 + ρ)Yi2

Ỹi2 = (
√
1− ρ−

√
1 + ρ)Yi1 + (

√
1− ρ+

√
1 + ρ)Yi2

x̃i1 = (
√
1− ρ+

√
1 + ρ)xi1 + (

√
1− ρ−

√
1 + ρ)xi2

x̃i2 = (
√
1− ρ−

√

1 + ρ)xi1 + (
√
1− ρ+

√
1 + ρ)xi2

and
ǫ̃i = (

√
1− ρ+

√
1 + ρ)ǫi + (

√
1− ρ−

√
1 + ρ)ηi

η̃i = (
√
1− ρ−

√
1 + ρ)ǫi + (

√
1− ρ+

√
1 + ρ)ηi

.

Define Ỹ and X̃ accordingly. The new pairs satisfy the equations

Ỹi1 = α1 + βx̃i1 + ǫ̃i
Ỹi2 = α1 + βx̃i2 + η̃i
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where α1 = 2
√
1− ρα. Argue that this new model satisfies the usual conditions

for the regression models. What is then the best linear unbiased estimator of
the regression parameters α and β. Explain.

Solution: We need to prove E(ǫ̃i) = E(η̃i) = 0 which follows easily. By a compu-

tation we prove that var(ǫi) = var(ηi) = 4(1−ρ2)σ2 and cov(ǫ̃i, η̃i) = 0. The best

linear unbiased estimator for α1 and β is given by the Gauss-Markov theorem.

But because α and α1 differ by a known constant it follows that α/(2
√
1− ρ) is

the best unbiased estimate for α.
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